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Predicting Response at BookBinders: Decision Trees

Recursive partitioning algorithms (or decision trees) are a versatile tool for uncovering patterns
or relationships in data. They are especially useful when there is a large set of potential
predictors and when you are not sure which are most important or what the relationships
between the predictors and the target (dependent) variable are. In the case of a binary target
variable, decision tree algorithms iteratively search through the data to find which predictors
best separate the two categories of the target variable.

So far, we have used RFM segmentation and logistic regression to predict the response to the
mailing offer for “The Art History of Florence.” Now we will see how decision trees compare as
an alternative.

Tree using Exhaustive CHAID

We'll start with a tree using exhaustive CHAID which is one of the algorithms in SPSS’s
AnswerTree software package. Our target variable is BUYER (whether or not they bought The
Art History of Florence) and all other variables will be potential predictors. To see how the tree
grows, let’s take it one step at a time, beginning with the ‘root node’. Because decision trees
are prone to ‘overfitting’, we will split the dataset in two: two-thirds of the observations will be
used to develop the model (the training sample) and the remaining one-third will be used to test
the model (the validation or test sample) to see how well the model performs on ‘new’
observations.

Professor Charlotte Mason prepared this case to provide material for class discussion rather than to illustrate either
effective or ineffective handling of a business situation. Names and data may have been disguised to assure
confidentiality. The assistance of the Direct Marketing Educational Foundation in supplying data is gratefully
acknowledged.
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Exhibit 1 “Root” node for CHAID Tree (Training Sample)

Buwer (Training Sample)

Cat % n
No 9088 29981
Yes 912 3008
Total (100.00) 32989

The root node contains all the observations in the training sample. We see that 29981 or
90.88% are not buyers and the remaining 3008 or 9.12% are buyers. Next, we’ll grow the tree
one level. After specifying this, the AnswerTree software searches through the potential
predictor variables to see which one ‘best’ separates the buyers from the non-buyers, and we
see that gender is selected. These results are shown in Exhibit 2.

Exhibit 2 One Level CHAID Tree (Training Sample)

Buyer (Training Sample)

Cat. % n
Ho 90088 299381
Yes 912 32008
Total {100.00) 32889
T
Gender
P-value=0.0000, Chi-square=282 2328, di=1
|

I 1

Fermale hale

| |
Cat % h Cat. % n
Mo 9276 20408 Mo 8711 9473
Yes T.24 0 1542 Yes 1289 1416
Total {(BR.EY 22000 Total (33.31) 10989

To see how well this one-level tree classifies buyers and non-buyers we can look at the
classification table and ‘risk estimate’. In AnswerTree, the risk estimate is the percent of
customers incorrectly classified. Exhibit 3 shows the misclassification for this one-level tree.
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Exhibit 3 Misclassification Matrix for One Level CHAID Tree (Training Sample)

Misclassification Matrix

Actual Category

No Yes Total
Predicted No 29981 3008 32989
Category Yes 0 0 0

Total 29981 3008 32989
Training Sample

Risk Estimate 0.091182
SE of Risk Estimate 0.001585

Note that the tree predicts a total of zero buyers — meaning, so far, there are no nodes in the
tree where the buyers outnumber non-buyers. Because our sample is so dominated by non-
buyers, it's not surprising that the computer predicts non-buyers for many or even all nodes.
Although the classification is correct for 91% of the cases, its predictions are not very useful for
distinguishing good prospects from bad ones. To identify segments worth targeting (i.e., those
with a relatively high probability of responding), we will need to look at the specific response

rates for the nodes. First, though, let's grow the tree another level. Once again, the

AnswerTree software searches the available predictor variables and selects which variable(s) to
branch on for this level.

Exhibit 4 Two Level CHAID Tree (Training Sample)

Buyer

(Training Sample)

Cat.

No
Yes
Tota

90.88 29981

1 {100.00) 32939

% n

912 3008

I
Gender

P-value=0.0000, Chi-square=282.2328, df=1
|

T
Female
|

Cat. % n

No 92,76 20408
Yes 7.24 1582
Total (FB.69) 22000

I
# Reference hoaks

P-value=0.0000, Chi-square=£25.1402, df=2

Male

Cat. k)

1]
No 8711 9573

Yes 1289 1416

Total (33.31) 10989

P-walue=0.0000, Chi-sgquare=81.3756, df=1
|

T
0:1
|

1
234A
|

Cat. % n

No 93.11 19549

Tegs  B.88 1447

Total (63.65) 20996

Cat. % i}

No 8556 859

Tes 1444 145

Total (3.04) 1004

T
# At hooks

[
1]

Cat. %
No 9212
TYegs  7.88

Total (21.08)

n
6406
048
6954

|
I
1
|

1
23448
|

Cat. % i}

No 82.84 2501

TYes 1716 618

Total (9.15) 3019

Cat. %
No  65.55
Tes  34.4%

Total (3.08)

n
666
340

1016
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EXHIBIT 5

CHAID T o |
ree | Ho 9635 15223
| s _ass st
Based on 2/3rds of customer records used ot % 0| #atbooe Total (47.89) 15799
¢ 1N 1 | Ho 9311 19549 P-value=0.0000
for trammg Sample U1 ves 689 1447 [ Chi-squsre=10450832
Tatal (63.63) 20996 di=1
Lat. % n
_____ _| Ho 8324 4326
123458 Yes 1676 &71
Tatal (15.75) 5197
Cat. %  n | #Reference books
Femele_| M0 9276 20406 | P-value=00000 |
“es 724 1592 Chi-sgquare=81 3756
Tatal (66.69) 22000 df=1
Lat. % n
o Ho 94381 475
Yes 513 26
Total (1521 501
Cat. % n | #Artbooks
L3245 Ho 8586 859 | Povalue=0.0000
e Yes 1444 145 Chi-gguare=69.2545
Total (3.04) 1004 df=1
Cat. % n
Ho 7634 384
TEIAT s 2366 119
Total (1.52) 503
Cat. % n
a1 Ho #85.64 A177#7
! Yes 1436 285
Total (6.29) 2075
Cat. % n Gender Cat. % n Months since last purchasze
Buyer (Training Sample) Ho 90.88 29981 | P-value=0.0000 _ i Ho 89.69 3376 | P-value=0.0000
¥ G Samp ¥es 912 3005 | Chi-square=2522328 ¥es 1031 385 | Chi-square=a2.1699
Total (100.00) 32939 di=1 Tatal (11.417 3764 di=1
Cat. % n [ #Do-t-vourself books Cat. % n
4| THo 9242 5406 | P-value=0.0000 (1135 Mo 9367 1599
“es 7.8 5458 Chi-sguare=66 6240 v Yes 533 an
Total (21.08) 6954 df=1 Total (512) 16589
Lat. % n
_____ _| Ho 9498 3030
123458 Yes 502 160
Total (967 3190
Gat. ®_ n
Ho 7550 1350
UISI wes 2450 438
Total (542) 1768
Cat. % n | Months since last purchase
01 Ho 7906 1752 | P-value=0.0000
' Yes 20894 464 Chi-sguare=70.7340
Total (B72) ZZ16 df=1
Cat. % n & Art books Cat. % n # Do-it-vourself books Cat. % n
L o PO 8741 9573 | Pvalue=D00DD | 1| o 828% 2507 | P-value=0.0000 (1535 | Mo 9333 402
Yes 1289 146 Chi-square=625.1402 Yes 1716 518 Chi-square=837777 ' Yes G607 26
Total (33.31) 10959 df=2 Total (9.15) 3019 di=1 Total (1.30) 428
Cat. % n
Ho 9328 749
Yes B72 54
Tolal (243) o038
Cat. % n
eg.e | MO 6555 GGG
TAIMET ves 3445 3s0
Total (3.08) 1016
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EXHIBIT 6

CHAID Tree
Based on 1/3rd of customer records used for
‘test’ sample

— # Reference hooks —|

Cat. g n
remale—| Mo 9295 10505
Yes  7.05 747
Total (B6.44) 11302
Cat. g n
Buyer (Test Sample) \rl'?s 981.;00 11554:94? |- Gender
Tatal (100.00) 17011
Cat. g n
L g | Ho 8733 4992
Yes 1286 71V
Tatal (33.56) 5709

—# Art books

Gt % n_
. Ho 9329 10101
01 ves BT 798 # Art books
Total (63.55) 10627
Cat. % n
ege_| WO 8505 404 |
CEABAS T ves 1485 T # &t hooks
Total (2.79) 475
Gt % n
Ho 91.80 3358 i
0 Ves 820 300 - # Do-t-yourself books
Total (21.50) 3650
Cat. % n
Ho 8381 1289 i
7 ves 1619 249 — # Do-it-yourself books
Tatal (9.04) 1538
Cat. 3 n
mge | MO BT.25 345
TERAES T ves 3275 168
Tatal (302 513

— Months since last purchase

— Months since last purchase

Cat % n
o Ho 96.35 7783

Yes 365 295
Tatal (47.49) 8073

Cat. P n
_____ | "Ho a3z 2318
—1Z3ASE Yes 1568 431
Tatal (16.16) 2749

Cat. g n

o Ho 9640 222

Wes 380 ]

Tatal (1.368) 231

Cat. g n

mg | HO 7458 182
1234 ‘ez 2541 62
Total (143) 244

Cat. g n
o Ho $9.26 1786

Yes 1074 2135

Tatal (11.76) 2001

Cat. g n
_____ _| Ho 9487 1572
123458 Yes 913 5
Total (9.74) 1657

Cat. g n

a1 Ho 80.04 910

' Yes 1986 227
Tatal (663 1137

Cat. g n

ger_| HO 9451 379
23458 Yes 948 22
Total (2.36) 401

cat. % n
Ho 8508 9H
UM ves qa@ 165
Total (5500 1106
cat. % n
Ho 94H 845
e
Total (5.28) 595
cat. % n
Ho 76.64 G690
U1 ves 2318 208
Total (5.25) 598
cat. % n
Ho 9205 220
U339 vee 785 18
Total (1400 239
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Note that for females the tree branches on the number of reference books purchased, but for
males the tree branches on the number of art books purchased. Females who have purchased
2 or more reference books had more than twice the response rate (14.44% compared with
6.89%) than females who had purchased one or no reference books. Also, with CHAID
algorithms there can be binary or multi-way splits (e.g. three or more branches from a single
node) as seen above. The tree divides males into three categories or nodes based on the
number of previous art books purchased. The response rate increases substantially with the
number of prior art book purchases.

Exhibit 5 shows a complete tree after an iterative process of growing and pruning branches. So
far, the analysis has used a random sample of 32,989 (equal to 66%) of the 50,000 customers
in the dataset. These 32,989 records comprise the training sample. The remaining one-third, or
17,011 records, form the validation or test sample.

The results using the test sample are shown in Exhibit 6. The tree in Exhibit 6 uses the same
branching rules as the tree we just developed using the training sample — and was used solely
to classify the 17,011 customers in the test sample. Each customer in the test sample is ‘put
through’ the tree starting at the root node and branching until a terminal node is reached. For
example, if the first customer is a female with no past purchases of reference or art books, she
will end up in the node labeled ‘A’ in Exhibit 6. We can see that there were a total of 8078
customers who fit that profile (females with no prior reference or art book purchases) and that
7783 of them did not purchase ‘The Art History of Florence’.

Exhibit 7 shows a summary of the number of customers, the number of buyers and the

response rate in each ‘leaf’ or terminal node for both the training sample and the test sample.
The nodes in Exhibit 7 are sorted by response rate from highest to lowest.

Exhibit 7 Response Rates by Node

Training Sample Test Sample
# Response # Response
Customers | # Buyers Rate Customers | # Buyers Rate

1016 350 34.45% 513 168 32.75%
1788 438 24.50% 244 62 25.41%

503 119 23.66% 898 208 23.16%
5197 871 16.76% 2749 431 15.68%
2075 298 14.36% 1106 165 14.92%

803 54 6.72% 239 19 7.95%

428 26 6.07% 895 50 5.59%
1689 90 5.33% 401 22 5.49%

501 26 5.19% 1657 85 5.13%
3190 160 5.02% 231 9 3.90%
15799 576 3.65% 8078 295 3.65%

For example, node “A” in Exhibit 5 includes 15,799 customers from the training sample. Of the
15,799 customers in this node, 576 belong to the target category of Yes (i.e. they are buyers),
which is a response rate of 3.65%.
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The terminal nodes of the tree and the summary statistics in Exhibit 7 are used to identify which
segments to target and which to avoid. An important decision is how ‘deep’ in the customer
base to go. This decision may be based on the number of prospects wanted, a desired
response rate or a desired proportion of potential buyers you want to contact, or profitability.

For the BookBinders’ mailing offering The Art History of Florence, we know the following about
profits for the two groups:

Non-responder: -$0.50 for the cost of mailing

Responder: $5.50 ($18 revenue less $9 COGS, $3 shipping and $0.50 for the mailing)
We can use this information to determine which nodes are profitable to target. An equivalent
approach is to target customers in nodes with a response rate greater than or equal to the
breakeven response rate.

Validating the Model

Decision trees are prone to overfitting — meaning that the tree is overly tailored or customized to
the dataset used to create the tree. If this is the case, then the tree will do a substantially poorer
job of predicting or classifying on a new set of data. To assess the performance of the decision
tree on ‘new’ data, we use the one-third of the dataset that forms the validation or test sample.
We expect the model to perform slightly worse on the test sample compared with the training
sample — although the difference should be slight. A large discrepancy between the two
suggests that the tree has been overfit and needs to be pruned back.

Case Questions:

1. Using the information in Exhibits 5 and 6, summarize — for the Director of Marketing —
which customer groups should be targeted with this mailing.

2. Use the information in Exhibit 7 to make a cumulative gains chart for both the training
and test samples. Does the tree appear ‘overfit? Why or why not?

3. Using the same costs as before ($18 selling price, $9 wholesale price, $3 shipping and
$0.50 mailing costs), estimate what the gross profit (in dollars and as a % of gross sales)
as well as the return on marketing would be if the “The Art History of Florence’ offer were
only mailed to those predicted by the CHAID tree results to be good prospects for this
offer.

4. Compare and contrast the results and insights from using RFM, logistic regression and
CHAID decision tree analysis for targeting buyers for BookBinders offers.



